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Vectorial pupil functions and vectorial transfer functions. The concept of the vectorial form of the pupil function in high aperture imaging is introduced. Both two- and three-dimensional imaging are considered. This leads further to the concept of a vectorial optical transfer function (OTF), which can be used to describe imaging in two or three dimensions in high aperture systems. In this paper the full vectorial OTF is calculated for a 0.95 numerical aperture (NA) system and is shown to be significantly different from the scalar OTF. The most surprising difference is the occurrence of negative values at certain spatial frequencies. The fast and accurate calculation of vectorial OTF for 2-D imaging is achieved using the Fast Fourier transforms found in conventional image processing software.


1 Introduction

Two dimensional optical imaging theory is usually based upon the simple concept of a space invariant point spread function (PSF) which relates the object to an image; an image which is merely the scaled (or magnified) object which has been "blurred" by a linear convolution with the PSF. Both coherent and incoherent imaging can be modelled by a suitable choice of either an amplitude PSF or an intensity PSF. If the object, image and PSF are represented by their spatial frequency components (via the Fourier transform) then the "real space" convolution operation corresponds to a "frequency space" multiplication by the optical transfer function (OTF). The OTF is the Fourier transform of the PSF. In many situation it is convenient to consider optical system response in terms of the OTF because an overall system response can be represented as a product of intermediate OTFs.

In the last decade, or so, the concept of a 3-D PSF and a corresponding 3-D OTF has been very useful in the analysis of imaging in optical microscopy (especially confocal microscopy) and tomography. High resolution microscopes must operate with large values of the numerical aperture (usually called "high NA") and consequently cannot use the usual paraxial approximations encountered in most elementary imaging theory. Better approximations for high NA systems have been developed, but they are scalar in nature. However, the vector nature of electromagnetic radiation begins to cause significant deviations from scalar predictions in high NA systems. Often such considerations have been ignored or avoided because the vector theory was considered too difficult. In fact at high apertures the vectorial effects become dominant over other high aperture effects, incorporation of which into a scalar theory results in an overemphasis of differences as compared with low angle theory. In this paper we show how some simple concepts can be developed to represent the full vectorial nature of optical imaging.

2 The two-dimensional vectorial pupil function

According to the theory of Richards and Wolf [1], in the Debye approximation (i.e. for very large values of Fresnel number), the monochromatic electric field in the focal region of an optical system of high numerical aperture illuminated with plane polarized radiation is given by

$$E(r) = \frac{ik}{2\pi f} \iint e(m, n) \exp \{ik(m \cdot r)\} \, dm \, dn$$

(1)

where $e$ is the electrical field over the Gaussian reference sphere, $r$ is a position vector

$$r = xf + yf + zk$$

(2)

in the focal region; $m, n, s$ are direction cosines of a point on the Gaussian reference sphere such that

$$m = mi + nj + sk$$

(3)

$f$ is the radius of the reference sphere and the wave number $k = 2\pi/\lambda$. Comparing this expression with the scalar Debye expression, we can recognize $e/s$ as a vectorial pupil function $P_v$.

The magnetic field $H(r)$ can be written in a similar way in terms of the magnetic vectorial pupil function $P_m = h/s$.}
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Introducing the cylindrical direction cosine
\[ l = \pm \sqrt{(m^2 + n^2)} \]
for an optical system illuminated by a plane-polarized wave, the vectorial pupil function has the following components [1–3]

\[ P_{ex} = a(l) \left( \frac{m^2 \sqrt{1 - l^2} + n^2}{l^2} \right) = a(l) \left( 1 - \frac{m^2}{1 + s} \right) \]
\[ P_{ey} = -a(l) \left( \frac{1 - \sqrt{1 - l^2}}{l^2} \right) mn = -a(l) \frac{mn}{1 + s} \]
\[ P_{ex} = -a(l) m \]
\[ P_{mx} = -a(l) \left( \frac{1 - \sqrt{1 - l^2}}{l^2} \right) mn = -a(l) \frac{mn}{1 + s} \]
\[ P_{my} = a(l) \left( \frac{m^2 + n^2 \sqrt{1 - l^2}}{l^2} \right) = a(l) \left( 1 - \frac{n^2}{1 + s} \right) \]
\[ P_{mz} = -a(l) n. \]  

Here \( a(l) \) is the apodization function, which for an aberration-free system which satisfies the sine condition is
\[ a(l) = \left( 1 - l^2 \right)^{-1/4} = s^{-1/2} \]  
and for an aberration-free system satisfying the Herschel condition (a uniform angular distribution) is
\[ a(l) = \left( 1 - l^2 \right)^{-1/2} = s^{-1}. \]

In general
\[ P_{ex}^2 + P_{ey}^2 + P_{ex}^2 = P_{mx}^2 + P_{my}^2 + P_{mz}^2 = a^2(l) \]  
i.e. independent of the meridional angle.

The three components of the electric vectorial pupil function are illustrated in fig. 1. Near to the axis it is polarized in the \( x \) direction, and the behaviour can be described by a scalar pupil function. It can be seen from eq. 5 that the magnetic vectorial pupil function is the same as the electric one, but rotated by \( \pi/2 \).

We can also investigate other apodization functions [4]. For example for a paraboloidal mirror we have
\[ a(l) = \frac{2}{(1 + \sqrt{1 - l^2}) \sqrt{1 - l^2}} = \frac{2}{(1 + s)s} \]
whereas the apodization

\[ a(l) = \frac{1 + \sqrt{1 - l^2}}{2\sqrt{1 - l^2}} = \frac{1 + s}{2s} \quad \text{(10)} \]

we call the mixed-dipole case; it corresponds to the far field of crossed electric and magnetic dipoles (oriented along the x and y axes). This apodization has been shown to maximize the electric energy density at the focus in symmetric optical systems with plane polarised input. The vectorial pupil function components for the mixed-dipole apodization are shown in fig. 2.

In all of these cases except for the sine condition, the direction cosine s, equal to \((1 - l^2)^{1/2}\), can be positive or negative, with the negative sign corresponding to plane wave components incident on the focus with angles of incidence subtended at the axis greater than \(\pi/2\). In these cases there is a singularity at the origin of direction cosines \(m, n\). The polarization for small \(m, n\) is also now not plane-polarized. This corresponds to the dark central spot which occurs at the focus for focusing by an annular toroidal mirror \([6]\) (a surface of revolution generated by a circular arc rotating about the optical axis). In the case of the sine condition, the apodization \(a(l)\) is not defined for \(s < 0\).

A common feature of the components shown in figs. 1, and 2 is the occurrence of a singularity at \(l = 1\). Such a singularity occurs in the scalar case also. Physically the singularity represents the dominance of marginal rays for 2-D imaging in very high NA optical systems. A number of additional features appearing in figs. 1 and 2 are worth noting. Firstly, the symmetries of the x, y, and z components. The x component is symmetric about both the m and n axes. The y component is antisymmetrical about both m and n axes but symmetrical about the two diagonals \((m = n\) and \(m = -n\)). The z component is symmetrical about the n axis and antisymmetrical about the m axis. These symmetries have a direct correspondence to the PSF symmetries via the Fourier transform. Secondly, both x and y components can be considered to have deviations from high NA scalar theory which are second order with respect to the co-ordinates, that is to say either \(m^2\) or \(mn\). In contrast, the z component exhibits a linear deviation \((-m)\). This is an indication that the major redistribution of energy in many high NA systems is into the z component of polarization \([7]\).
3 The three-dimensional vectorial pupil function

In scalar optics we can define a three-dimension (3-D) pupil function equal (apart from a constant multiplier) to the 3-D Fourier transform of the amplitude in the focal region \([8, 9]\). In the same way we can introduce the 3-D vectorial pupil function \(Q_\nu(m')\) defined by

\[
Q_\nu(m') = \text{const.} \times \iiint E(r) \exp(-ik(m' \cdot r)) \, dr. \tag{11}
\]

The function \(Q_\nu(m')\) is split into two counter-propagating parts in two hemispheres for convenience.

\[
Q_\nu(m') = P_{\nu+}(m', n') \delta(s' - s) + P_{\nu-}(m', n') \delta(s' + s). \tag{12}
\]

Where the \(e^+\) and \(e^-\) subscripts refer to the upper and lower hemispheres respectively. But

\[
m^2 + n^2 + s^2 = l^2 + s^2 = 1 \tag{13}
\]

so that

\[
Q_\nu(m') = P_{\nu+}(m', n') \delta(s' - \sqrt{1 - l^2}) + P_{\nu-}(m', n') \delta(s' + \sqrt{1 - l^2}). \tag{14}
\]

Simple rules for the manipulation of line and surface delta functions can be found in the recent book by Bracewell [10]. The vectorial pupil function is non-zero only on the surface of a sphere centred on the origin. The vector is tangential to the sphere for propagation in an isotropic medium, thus limiting the degrees of freedom of the three electric field components. The polarization of the 3-D vectorial pupil function for plane-polarized illumination is shown in fig. 3. This polarization is the same as that in the far-field of crossed electric and magnetic dipoles placed at the focus \([5]\). The two-dimensional pupil function \(P_\nu(m, n)\) is the projection of the three-dimensional pupil function in the \(s\) direction

\[
P_{\nu+}(m, n') = \int_0^\infty Q(m', n') \, ds' \]

\[
P_{\nu-}(m, n') = \int_0^\infty Q(m', n') \, ds' \]

\[
P_{\nu\pm}(m', n') = \int_0^\infty P_{\nu\pm}(m', n') \, ds' \pm \sqrt{1 - l^2} \, ds'. \tag{15}
\]

Figure 4 shows a perspective representation of the cap of a sphere corresponding to the pupil function of a 0.95 NA optical system. The negative values of \(s\) are indicative of wave propagation in the positive \(z\) direction. The \((m, n, s)\) axes have been scaled by \(\lambda^{-1}\) factor so that the implied scales ranges over \(\pm \lambda^{-1}\). For a system satisfying the Herschel condition, the angular illumination is constant, but the apodization function \(u(t)\) (a function of transverse direction cosines) varies as \(1/s\). The 3-D transfer function is a uniformly weighted cap of a sphere. In the practical quasi-monochromatic case the sphere has a small but finite thickness as a result of the wavelength spread \([11]\). Thus the projection of the sphere in the axial direction, which gives the 2-D pupil function, is not uniform as a result of the variation in the cross-section of the spherical shell. A similar behaviour occurs for the other apodizations: for the sine condition the 3-D transfer function is weighted as \(\cos^{1/2} \theta\), where \(\theta\) is the angle subtended at the origin, which falls off with distance from the axis. The 2-D pupil, given by the projection, however, increases with distance from the axis \([12]\). From eq. (11) the field in the focal region is given by the 3-D Fourier transform of the 3-D pupil function. McCutchen \([8]\) has described how the amplitude in any plane through the focus is, by the pro-
jection-slice theorem, given by the 2-D Fourier transform of the projection of the 3-D pupil function in the direction of the normal to the plane. In particular the amplitude in a meridional plane is given by the 2-D Fourier transform of the projection of the three-dimensional pupil function in a transverse direction. As software is readily available for efficiently performing 2-D Fourier transforms using the Fast Fourier Transform (FFT) algorithm, this provides a useful method for calculating the field in the focal region.

4 The vectorial coherent transfer function

In scalar optics, for a coherent optical system in which the object is illuminated by a plane wave, the amplitude PSF is multiplied by a complex exponential factor. This phase has the effect that the 3-D coherent transfer function (CTF), given by the 3-D Fourier transform of the amplitude point spread function, is equal to the 3-D pupil function shifted so that it is a spherical shell through the origin, rather than centred on the origin [13–15]. The same applies for the vectorial case. The 3-D pupil function is shifted in the direction of the illumination, so that for a transmission system the region where the vectorial pupil function is almost plane-polarized intersects the origin (point C in fig. 3), whereas in reflection the discontinuity is at the origin. The vectorial coherent transfer function defined here is a vector quantity. It contains information about imaging for different illumination polarizations, and for different polarization properties of the object.

5 The three-dimensional vectorial optical transfer function

The three-dimensional vectorial optical transfer function is defined analogously with the scalar OTF; it is simply the (suitably normalised) 3-D Fourier transform of the intensity in the focal region [16]. In a system with high NA the vectorial OTF is very different from the traditional scalar OTF, as we shall see presently. Using the well known relation between the modulus square of a function (the electric field in this case) and its FT which is an autocorrelation we find that the overall vectorial OTF is also a scalar function. This can be represented mathematically as follows: the intensity related to the electric field is given by the scalar product with complex conjugation

\[ I(r) = |q(r)|^2 = q(r) \cdot q^*(r). \]  

(16)

So the Fourier transform is the OTF

\[ \tilde{I}(m) = Q(m) \odot_3 Q^*(m) \]  

(17)

where the \( \odot_3 \) sign indicates 3-D convolution. Note that convolution with a reversed and conjugated function is a correlation. A more detailed development of the 3-D (scalar) OTF can be found in the recent book by Gu [17]. The 3-D correlation is easily split into its 3 component parts, just as the intensity has 3 cartesian components.

\[ q(r) \cdot q^*(r) = q_x^2 + q_y^2 + q_z^2 \]  

(18)

\[ Q(m) \odot_3 Q^*(m) = Q_x \odot_3 Q^*_x + Q_y \odot_3 Q^*_y + Q_z \odot_3 Q^*_z. \]  

(19)

Although the overall OTF is rather difficult to calculate analytically (we are not aware of an analytic solution for the vectorial form, but the high angle scalar OTF has been calculated by Sheppard et al. [11]) it is almost trivial to calculate using the FFT in 3-D. The 3-D OTF is a very different function from the 3-D pupil function. Readers unfamiliar with 3-D imaging theory may find some of the 3-D visualisation difficult at first. A representation of the 3-D OTF of a 0.95 NA optical system is displayed in fig. 5. Only the half of the OTF for \( n > 0 \) has been shown in an attempt to clarify some details of the spatial distribution. The shape is often described as a “donut” with a cusp in the \( s = 0 \) rim region. The volume defined within the mesh is the region of support for the 3-D OTF; the actual values in this region depend upon the particular pupil function distribution.

\[ I_r = I(x, y, z) \]

\[ I_r(x, y) = I(x, y, 0) = |q(x, y, 0)|^2. \]  

(20)
Then the 2-D FT of this intensity is the 2-D vectorial OTF, which in turn is the projection of the 3-D vectorial OTF:

\[
I_s(x, y) = I(x, y, 0)
\]  \hspace{1cm} (21)

Projection

\[
I_p(m, n) = \int_{-\infty}^{\infty} I(m, n, s) \, ds
\]  \hspace{1cm} (22)

Correlation

\[
I(m) = \int_{-\infty}^{\infty} Q(m') \cdot Q^*(m' + m) \, dm.
\]  \hspace{1cm} (23)

But from equation (11) we have a function existing only on a sphere, so, we can write

\[
I(m) = \int_{-\infty}^{\infty} \left\{ P(m', n') \delta(s' - s_0) \right\} \cdot \left\{ P^*(m' - m, n' - n) \delta(s' - s - s_0) \right\} \, dm \, dn \, ds.
\]  \hspace{1cm} (24)

The projection then simplifies to

\[
I_p(m, n) = \int_{-\infty}^{\infty} P(m', n') \cdot P^*(m' - m, n' - n) \, dm \, dn
\]

\[= P(m, n) \otimes P^*(-m, n). \]  \hspace{1cm} (25)

In summary, the projection of the 3D OTF can be obtained from the 2D autocorrelation of the projected pupil function. This is very convenient for 2D calculations and is used implicitly in conventional 2D imaging theory. We can now evaluate the vectorial OTF for a typical optical system and compare it to the result of high NA scalar theory. We have concentrated on the transverse intensity and transverse 2-D OTF in this paper as it is easier to compare our results with other, well known, results. In practice the axial section OTFs are also very simple to calculate.

Fig. 6 shows a contour/density plot of the well known scalar OTF for transverse incoherent imaging. The distribution is known as a Chinese hat function.

Fig. 7 shows the x-component derived from the full vectorial analysis for a 0.95 Herschel lens. The input polarization is assumed to be in the x direction which in turn corresponds to horizontal spatial frequencies (m). An unexpected feature is the central elongation in the horizontal (m) direction and peripheral elongation in the perpendicular (n) direction. Figure 8 shows the y vector components of the OTF. It contains positive and negative regions, with a central positive zone. The background grey level represents zero in this figure so there are 4 negative regions (shown as black) and 5 positive regions (shown as lighter grey). The overall effect of this component is small as it only represents about 2.9% of overall
Fig. 8. The $y$ vector components of the OTF. It contains both positive and negative regions, with a central positive zone. The background grey level represents zero in this figure so there are 4 negative regions (shown as black) and 5 positive regions (shown a lighter grey). The overall effect of this components is small as it only represents about 2.9% of overall OTF.

Fig. 9. The $z$ component of OTF. Again there are positive and negative regions, but this time with two-fold symmetry not four-fold. The midgrey background again represents zero. The contribution of this components to the total OTF is much more significant with almost 30% at the peak.

Fig. 10. The total ($x$ plus $y$ plus $z$) OTF which is clearly very different from the simple high NA scalar approximation in Fig. 6. Careful inspection of this OTF reveals negative regions on the left and right of peak (shown as the darkest shade). This is rather surprising as it means that there is a contrast reversal for a range of transverse spatial frequencies.

Fig. 11. The difference between the high NA scalar theory and high NA vectorial theory. The very different frequency responses in the $m$ direction are primarily due to the $z$ component of the vectorial OTF.
OTF. A recent paper by Flagello [7] remarked upon the small overall contribution of the Y component to imaging in high NA lithographic systems. Fig. 9 shows the Z component of OTF. Again there are positive and negative regions, but this time two-fold symmetry not fourfold. The mid-grey background again represent zero. The contribution of this component to the total OTF is much more significant with almost 30% at the peak. Fig. 10 shows the total (X plus Y plus Z) OTF which is clearly very different to the simple high NA scalar approximation in fig. 6. Careful inspection of this OTF reveals negative regions on the left and right of peak (shown as the darkest shade). This is rather surprising as it means that there is a contrast reversal for a range of transverse spatial frequencies. Similar calculations for a 0.95 NA system satisfying the sine condition also show this contrast reversal. This is an important and unexpected result. One obvious consequence is that conventional image deconvolution techniques will be seriously in error if they use the scalar approximation to the OTF instead of the full vectorial form. The most extreme negative value is 4.3% of the OTF peak value. Even in the aplanatic case the extreme negative is 3.9% of peak. Fig. 11 illustrates the difference between the high NA scalar theory and high NA vectorial theory. The very different frequency responses in the m direction are primarily due to the z component of the vectorial OTF.

This paper is just an introduction to the concept of vectorial pupil functions and vectorial transfer function. We realize that much of this is implicit in the detailed vector theory of focusing of EM waves. However, the transfer/pupil functions have an important role in the linear systems approach to imaging in optical system and can be usefully interpreted in a full 3-D theory which is in many ways simpler than the 2-D theory. One obvious factor is that the 3-D theory does not require the ubiquitous quadratic phase factor in many calculations. This phase factor is implicit in the geometric form (spherical cap) of the pupil functions and is easily extended to the high NA situation in which quadratic phase must tend towards the more correct spherical phase. One final observation regarding the calculation of the vectorial OTFs is that the data in each figures was generated in just a few seconds using a 2-D FFT program initially developed for image processing on a personal computer. The final OTF resolution is 145 x 145 pixels at 8 bit quantization. The calculation procedure is as follows: Firstly, the 2-D projections of the vector pupil function are generated from the simple algebraic forms in equation (5). Secondly, pupil projections are precisely autocorrelated, cross-correlated or convolved (as required) using FFT procedures. Finally the various components are added together to give the overall vectorial OTF. There is the additional option to Fourier transform the vectorial OTF to find a chosen 2-D slice of the focal region intensity.

6 Anologies of the optical transfer function

In the scalar optics the OTF is the Fourier transform of the intensity PSF. The 2-D OTF is thus the 2-D Fourier transform of the 2-D intensity PSF, while the 3-D OTF is the 3-D Fourier transform of the 3-D intensity PSF [13]. These can be considered as autocorrelations of the pupil functions. For a self-luminous object, usually the image is detected by a device which is sensitive to electric energy density. Thus the relevant PSF is the time-averaged electric energy density in the focused distribution. The OTF is then scalar autocorrelation of the vectorial pupil function. Similarly for fluorescence imaging, the object is excited by the incident electric energy. It is also possible to define a vectorial OTF, given by the vector correlations of the vectorial pupil functions. Such a concept can be used to describe the distribution of the Poynting vector $S = E \times H$. As a final illustration of the power of the vectorial OTF concept, we have shown the transverse component of the vectorial OTF for the Poynting vector in fig. 12. The exact details of the calculation can be omitted for brevity but only involve three 2-D cross-correlations. The axial components looks very much like fig. 5 and have not been shown here. The most obvious feature is the strong fourfold symmetry and this can be expected to the strongly indicative of the local transverse power flow in the focal plane. This is an area for further research.

7 Discussion

The vectorial form of the 2-D and 3-D pupil functions for high-aperture systems has been introduced. In analogy to scalar theory this leads to the concept of the coherent and optical transfer functions for coherent and incoherent
systems respectively. In the case of the vectorial OTF we have shown that it can be very different from the scalar OTF as NAs typically found in optical microscopy and optical lithography. Fortunately the vectorial OTF is easy to calculate using widely available FFT software applied for each of the vector components in turn. One surprising results of this work is that the vectorial OTF has been shown to have negative values at certain spatial frequencies. A small departure from the radial symmetry of the scalar OTF was expected, but contrast reversal was not.

In practice the generalisation of the coherent transfer function and optical transfer function to the vectorial case must be considered in conjunction with interaction with the object. For example, in the Born approximation, the object is regarded as an assembly of scattering points, each of which scatters as an electric dipole. Thus the directionality of the dipole radiation should be incorporated into an imaging theory. On the other hand, a small hole in a perfectly conducting sheet may be considered to behave as a magnetic dipole. In a similar way, the theory of fluorescence imaging may be analysed by due consideration of dipole orientation. For a general strongly scattering object it is not in fact possible to treat the polarization properties of imaging in terms of a transfer function description. These aspects are being considered, but in the meantime the concept of a transfer function can be seen to be useful for appreciation of the relative optical performance of various focusing systems.
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